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Philosophy of science encompasses a broad spectrum of 
approaches, ranging from the use of mathematical tools in formal 
epistemology to the focus on scientific practice in history and 
philosophy of science (HPS). Despite their differences, integrating 
these approaches is essential, especially when examining the 
scientific fields that study scientific inference, such as statistics 
and machine learning. I illustrate this integration with a historical 
case study of an epistemological idea I call achievabilism—the 
thesis that the standards for assessing inference methods and 
learning algorithms should not be invariant but instead sensitive 
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Abstract

to what is achievable within specific problem contexts. Achievabilism appears crucial to 
the foundations of statistics and machine learning, yet it has rarely been explicitly 
articulated and has instead been practiced largely implicitly. This has led to its repeated 
reinvention by figures such as Putnam (1965) and Gold (1967) in formal learning theory, 
and Devroye et al. (1996) in statistical/machine learning theory, although its origin can 
be traced back to Neyman and Pearson (1936) in classical statistics. 
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